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Osebni podatki v zakonodaji
in etiki novomedijske kulture

Personal Data in the Law and Ethics of New Media Culture

Digitalna in spletna novomedijska umetniska dela podobno
kot ostale storitve t.i. novih informacijskih tehnologij zbi-
rajo in nato uporabljajo podatke, ki so zelo pogosto pove-
zani z uporabniki. Je to dovoljeno, za koga veljajo pravila,
povezana z osebnimi podatki, na kaj je treba paziti? Vprasa-
nja o zakonitosti in eti¢nosti obdelave podatkov povezujejo
novomedijsko umetnost s splo$nimi vprasanji informacijske
etike in etike hitro razvijajocega se podrocja, ki ga imenu-
jemo umetna inteligenca.

Splosna uredba o varstvu podatkov
(GDPR)

Splosna uredba o varstvu podatkov (General Data Protec-
tion Regulation, GDPR)?* se v Evropski uniji uporablja od
25. maja 2018. Njen namen je varstvo posameznikov pri
obdelavi osebnih podatkov. Temelji mdr. na Evropski kon-
venciji o varstvu ¢lovekovih pravic, ki pravi: »Vsakdo ima
pravico do spostovanja njegovega zasebnega in druzin-
skega Zzivljenja, doma in dopisovanja« (prim. 8. ¢len). Gre
za problematiko, ki postaja vedno bolj pomembna v ¢edalje
bolj digitalizirani druzbi, pa vendar o njej morda ne razmi-
§ljamo dovolj.

Kdaj je podatek osebni podatek?

Osebni podatki so povezani s posameznico, ko jo
mogoce prek njih dolociti. Primeri so:

ime, identifikacijska $tevilka, podatki o lokaciji, sple-
tni identifikator, ali z navedbo enega ali ve¢ dejav-
nikov, ki so znadilni za fizi¢no, fiziolosko, genetsko,
dusevno, gospodarsko, kulturno ali druzbeno identi-
teto tega posameznika. (1. alineja 4. ¢clena GDPR)

1 Besedilo je nastalo v okvirih interdisciplinarnega raziskovalnega projekta Traj-
nostna digitalna hramba slovenske novomedijske umetnosti (J7-3158), ki ga financira
Javna agencija za znanstvenoraziskovalno in inovacijsko dejavnost Republike Slove-
nije. Je kratek orientacijski pregled in se ga ne sme tolmaciti kot pravni nasvet za npr.
delovanje drustev.

2 Zgostena predstavitev na https://gdpr.eu. GDPR se uporablja neposredno,
Zakon o varstvu osebnih podatkov (ZVOP-2) v Sloveniji dodatno ureja nekatera vse-
binska in postopkovna vpra$anja, ne sme pa spreminjati odlo¢b temeljne evropske
uredbe. (Vse povezave v ¢lanku so delovale 24. 12. 2024.)
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Torej, imena oseb so vedno osebni podatki, prav tako
standardne identifikacijske $tevilke, kot je EMSO, telefonske
$tevilke, uporabniska imena na druzabnih omrezjih, (elek-
tronski) naslovi, tudi sluzbena e-posta.> Podatki o podjetjih
z eno zaposleno so lahko osebni podatki, ¢e omogocajo
dolocitev fizi¢ne osebe.* Fotografija osebe - oz. katerikoli
biometri¢en podatek - je osebni podatek, ker, oz. ¢e, omo-
goca identifikacijo.® Spletni piskotki, ki jih streznik shrani v
racunalnike uporabnikov, da bi jih prepoznal prek ve¢ splet-
nih strani ali ob ponovnem obisku spleti$¢a, so lahko osebni
podatki.® Kombinacije podatkov, torej podatki v povezavi s
sicer dostopnimi podatki, lahko omogoc¢ijo identifikacije in
tako postanejo osebni podatki. V primeru psevdonimizira-
nih’ osebnih podatkov je potrebno upostevati, kako zahte-
ven, dolgotrajen ali kakorkoli dosegljiv je postopek, da se
ugotovi konkretna oseba za psevdonimom - anonimizirani
podatki niso osebni podatki. Odlo¢ilno je torej vprasanje,
ali je mogoce dolociti, za katero fizi¢no osebo gre, ob upo-
$tevanju dosegljivih finan¢nih in tehni¢nih sredstev v tre-
nutku obdelave ter drugih omejitev.

Veljavnost GDPR, odgovornost in nacela

Uredba velja za podatke oseb, ki so v Evropski uniji, ne
samo podatke drzavljanov ¢lanic, in ne glede na to ali je
sedez upravljavca ali obdelovalca v Evropski uniji (ter
seveda za vse organizacije s sedezem v Uniji). Gre npr. za
osebne podatke strank ali obiskovalcev spletis¢. Luciano
Floridi v Etiki umetne inteligence (Ethics of Artificial Intel-
ligence, 2023) zapiSe, da je posebna odlika GDPR njen pri-
stop, ko izkori$¢a »povezavo« osebne identitete in osebnih
informacij, da bi obsla »lo¢itev« prava in ozemeljskosti. To

3V obliki ime.priimek@podjetje.si, ne pa tudi neosebna oblika info@podjetje.si.

4 https://commission.europa.eu/law/law-topic/data-protection/rules-business-
and-organisations/application-regulation/do-data-protection-rules-apply-data-
about-company_en

5 https://www.ip-rs.si/mnenja-gdpr/6048a64130f43

6  Prim. 225, ¢len Zakona o elektronskih komunikacijah (ZEKom-2) in https://
gdpr.eu/cookies. Se bolj zapleteno je vpradanje IP naslova, Stevilke, ki identificira upo-
rabnic¢in ra¢unalnik, ko npr. dostopa do spletne strani na strezniku s spletis¢em. Za
ponudnika dostopa do interneta, ki npr. izstavlja mese¢ne racune, je IP naslov upo-
rabnice zaradi dodatnih podatkov o¢itno osebni podatek, vprasanje pa je bolj odprto,
ko gre za ustvarjalce spletnih strani, ki imajo dostop samo do IP $tevilke, ki je sestavni
del delovanja spletnih HTTP streznikov, prim. Lundevall-Unger in Tranvik.

7 Psevdonimizirane podatke »je mogoce z uporabo dodatnih informacij pripi-
sati posamezniku« (Uvodna izjava §t. 26 in 5. alineja 4. ¢lena GDPR).
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naredi, s tem da utemelji varstvo osebnih podatkov v prvem
(na koga so »pritrjeni«, kar je zdaj odlo¢ilno) in ne v dru-
gem (kje se obdelujejo, kar ni ve¢ pomembno). (8)

S takim pristopom se uposteva globalno dosegljivost sto-
ritev in komunikacij prek interneta, kar predstavlja nacelno
tezavo za pravo, ki je povezano z nacionalnimi zakonodajami.

V primeru, da ima upravljavec osebnih podatkov sedez
zunaj Evropske unije, je odlo¢ilna povezanost obdelave z
nudenjem blaga ali storitev posameznikom v Uniji, »ne
glede na to, ali so povezane s placilom.« Sama dostopnost
spletiSca iz teritorija Unije $e ni dovolj, vendar pa

se lahko z dejavniki, kot so uporaba jezika ali valute,
ki se na splo$no uporablja v eni ali ve¢ drzavah ¢lani-
cah, z moZnostjo naroc¢anja blaga in storitev v tem dru-
gem jeziku, ali navedba strank ali uporabnikov, ki so v
Uniji, jasno pokaze, da Zeli upravljavec nuditi blago ali
storitve posameznikom, na katere se nanasajo osebni
podatki, v Uniji. (Uvodna izjava $t. 23 GDPR)

Prav tako se Uredba uporablja za organizacije zunaj
Unije, »kadar je obdelava povezana s spremljanjem vedenja
takih posameznikov, na katere se nanasajo osebni podatki,
kolikor njihovo vedenje poteka v Uniji« (Uvodna izjava §t.
24, prim. tudi 2. odst. 3. ¢lena GDPR).

Strezniki, partnerji in pravne osebe v tujini potemtakem
ne omogocajo, da bi se obslo evropska pravila glede osebnih
podatkov. Gre za pomembno vpra$anje, ki se bo z rabo raz-
licnih oblik generativne umetne inteligence $e zaostrovalo.®
Luciano Floridi opozarja na dvojnost dilem raziskovalne
etike in potrosniske etike.

Npr. podjetje bi lahko izvozilo svoje raziskave in
potem zasnovalo, razvilo in naucilo algoritme (npr.
za prepoznavanje obrazov) na lokalnih osebnih
podatkih v drzavi zunaj EU, z druga¢nim, $ibkej$im,
neizvajanim eti¢nim in pravnim okvirjem za varstvo
osebnih podatkov. V skladu z GDPR bi bilo to nee-
ti¢no in nelegalno v EU. Vendar pa bi se algoritmi, ko
bi bili nauceni, nato lahko uvozili v EU in uporabili
brez sankcij, ali da bi to sploh bilo dojeto kot sporno.
[Potro$nja neeti¢no pridobljenih dobrin je v primer-
javi z raziskovalno etiko $e] bolj nejasna, manj ocitno
problemati¢na in jo je zato bolj tezko nadzorovati in
omejiti. (Etika umetne inteligence 73)°

8 Za pomen izraza umetna inteligenca, ki se ne nanasa na t.i. splosno umetno
inteligenco, potencialne zares pametne stroje, ampak na ra¢unalniske postopke, ki se
danes dejansko uporabljajo, prim. Opredelitev umetne inteligence: glavne zmogljivosti
in znanstvene discipline Strokovne skupine na visoki ravni za umetno inteligenco pri
Evropski komisiji.

9  Prim. Floridi, Ethics of Artificial Intelligence pogl. 5.5 Ethics Dumping, 5.2
Ethics Shopping in 5.3 Ethics Bluewashing.
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Upravljavec je fizi¢na ali pravna oseba (npr. zastopnica
podjetja ali drustva, samostojna podjetnica ali ustvarjalka),
ki dolo¢a namene in sredstva obdelave. »Upravljavec je
odgovoren za skladnost [obdelave osebnih podatkov ...]
in je to skladnost tudi zmozen dokazati (‘odgovornost’)«
(2. odst. 5. ¢lena GDPR). Obdelovalec dejansko obdeluje
podatke, lahko je to upravljavec ali pa drug izvajalec v imenu
upravljavca.”” Obdelava podatkov vkljucuje pravzaprav,
karkoli se dela z njimi, avtomati¢no ali ne: »zbiranje, bele-
Zenje, urejanje, strukturiranje, shranjevanje, prilagajanje ali
spreminjanje, priklic, vpogled, uporaba, razkritje s posredo-
vanjem, razsirjanje ali druga¢no omogocanje dostopa, prila-
gajanje ali kombiniranje, omejevanje, izbris ali unic¢enje« (2.
alineja 4. ¢lena GDPR). GDPR ne velja za »fizi¢ne osebe med
potekom popolnoma osebne ali domace dejavnosti,« kar
pomeni, da tudi fizicna oseba lahko postane upravljavka
osebnih podatkov, ¢e posreduje tuje osebne podatke, in je
lahko za napake pri tem pocetju tudi kaznovana.!

Namen GDPR, kot je razvidno iz celotnega naslova
uredbe, je poleg varstva tudi prosti pretok osebnih podat-
kov. Kaj je torej dovoljeno in pod kaksnimi pogoji? Npr. v
primeru fizi¢nih oseb, umetnic, samozaposlenih ali drustev.
Slediti je treba sedmim nacelom (5. ¢len GDPR):

1. »Zakonitost, pravi¢nost in preglednost.« Potrebno je npr.
objaviti obvestilo o obdelavi osebnih podatkov, ki je pri-
merno in razumljivo za ciljno skupino uporabnikov, in
si prizadevati za uresnicevanje pravic posameznikov, na
katere se nana$ajo osebni podatki.'?

2. »Omejitev namena,« posameznici je treba predstaviti
jasno dolodene in zakonite namene, ki nato dolo¢ajo meje
dovoljenega zbiranja in obdelovanja osebnih podatkov.

3. Obdeluje se »najmanjsi obseg podatkov« v skladu z
namenom.

4. »To¢nost,« podatki se morajo posodabljati, neto¢ne
podatke je treba brez odlasanja brisati.

5. »Omejitev shranjevanja,« podatki se hranijo le toliko
¢asa, kolikor je nujno v skladu z namenom obdelave.**

6. »Celovitost in zaupnost;« to nacelo pomeni, da je nujno
zagotoviti varnost, npr. s Sifriranjem.

7. »Odgovornost« (predvsem upravljavca, glej zgoraj.)

10 Npr.: »Arnes nudi storitve [obdelave osebnih podatkov] ¢lanicam omrezja
ARNES, preko njih pa njihovim koné¢nim uporabnikom (zaposlenim, $olajo¢im ipd.).
Poleg tega lahko Arnes v dogovoru z ustreznimi resornimi ministrstvi nudi storitve
tudi nekaterim posebnim kategorijam posameznikov (samostojni raziskovalci in
kulturni delavci, invalidi). / Clanice omrezja Arnes [...] same upravljajo e-identitete
svojih uporabnikov in pri tem obdelujejo njihove osebne podatke. Z izdajanjem teh
identitet (AAI-ra¢unov) ¢lanica omogoca svojim uporabnikom uporabo Arnesovih
storitev.« https://www.arnes.si/zavod-arnes/katalog-informacij/varovanje-zasebnosti-
uporabnikov-storitev-omrezja-arnes/.

11 Npr. avstrijski nadzorni organ je kaznoval fizi¢no osebo na podlagi GDPR,
https://gdprhub.eu/index.php?title=DSB_(Austria)_-_2021-0.518.795.

12 Npr. https://www.ip-rs.si/o-poobla$¢encu/informacije-javnega-znacaja/
informacije-o-obdelavi-osebnih-podatkov.

13 »[O]sebni podatki se lahko shranjujejo za daljse obdobje, ¢e bodo obdelani zgolj
za namene arhiviranja v javnem interesu, za znanstveno- ali zgodovinskoraziskovalne
namene ali statisticne namene v skladu s ¢lenom 89(1), pri ¢emer je treba izvajati ustre-
zne tehni¢ne in organizacijske ukrepe iz te uredbe, da se za$¢itijo pravice in svobos¢ine
posameznika, na katerega se nanasajo osebni podatki.« V 89. ¢lenu sta omenjeni psev-
donimizacija in obdelava podatkov, ki prepre¢i indentifikacije posameznikov.



Poleg preglednosti glede namenov zbiranja, tj. samih
zbranih in obdelanih podatkov, ter omejitve pri obsegu
obdelave, zagotavljanja to¢nosti, je pomembna tudi skrb
za varnost osebnih podatkov. Uredba sledi nacelu »vgra-
jenega in privzetega varstva podatkov« (Uvodna izjava t.
78, GDPR), ki zagotavlja po eni strani tehni¢ne postopke
za varnost, kot je dvodejavniska avtentikacija dostopov do
osebnih podatkov. Ce pride do vdora ali kraje ipd. (nesi-
friranih oz. uporabnih) podatkov, tudi strojne opreme, je
treba takoj oz. najkasneje v 72 urah obvestiti posameznike
(in nadzorni organ, pri nas Informacijskega pooblas¢enca
Republike Slovenije). Organizacijski vidik zagotavljanja var-
nosti pomeni mdr. dolo¢itev odgovornih oseb v organizaciji
in omejitev dostopa do osebnih podatkov.

Organizacija mora imenovati pooblas¢eno osebo za var-
stvo podatkov, ¢e je javna ustanova ali ¢e s svojo dejavno-
stjo redno in obsezno spremlja posameznike (zavarovalnice
in npr. spletne trgovine, ki izdelujejo profile kupcev) ali ¢e
obdeluje obcutljive podatke, t.i. posebne vrste podatkov
(npr. polititcno mnenje, etni¢no poreklo).’* Obveznosti
dokumentiranja dejavnosti obdelav osebnih podatkov se
razlikujejo glede na velikost organizacije: ¢e je zaposlenih
ve¢ kot 250, je treba evidentirati vse dejavnosti obdelav,
sicer pa le dejavnosti, ki niso obc¢asne ali ki predstavljajo
tveganje za pravice in svobos¢ine posameznikov, na katere
se nanas$ajo podatki, ali ki vklju¢ujejo posebne vrste oseb-
nih podatkov oz. podatke v zvezi s kazenskimi obsodbami
in prekr$ki.'® Evidenca dejavnosti obdelave vsebuje vsaj
naslednje informacije:

1. kontaktne podatke upravljavca (in obdelovalca, ¢e to ni
upravljavec);

. namene in vrsto obdelave;

. opis kategorij posameznikov, na katere se nana$ajo
osebni podatki, in vrst osebnih podatkov;

. kategorije uporabnikov, ki so jim bili ali jim bodo raz-
kriti osebni podatki, ali informacije o prenosih osebnih
podatkov v tretjo drzavo ali mednarodno organizacijo;

. predvidene roke za izbris podatkov;

. splo$ni opis tehni¢nih in organizacijskih varnostnih
ukrepov.'®

14 »Prepovedani sta obdelava osebnih podatkov, ki razkrivajo rasno ali etni¢no
poreklo, politi¢no mnenje, versko ali filozofsko prepricanje ali ¢lanstvo v sindikatu,
in obdelava genetskih podatkov, biometri¢nih podatkov za namene edinstvene iden-
tifikacije posameznika, podatkov v zvezi z zdravjem ali podatkov v zvezi s posame-
znikovim spolnim Zivljenjem ali spolno usmerjenostjo.« Razen pod posebnimi pogoji
(prim. 9. ¢len GDPR). O pooblasc¢eni osebi govori 37. ¢len GDPR.

15 Besedilo Working party 29 position paper on the derogations from the
obligation to maintain records of processing activities pursuant to Article 30(5) GDPR
obravnava izjeme od zahtev po dokumentiranju dejavnosti obdelav, https://ec.europa.
eu/newsroom/article29/items/624045.

16 V dolo¢enih primerih so obvezne t. i. ocene ucinkov v zvezi z varstvom
osebnih podatkov, v primeru ¢e obstaja velika verjetnost tveganja za pravice in
svobos¢ine (oblikovanje profilov oseb, obseino sistemati¢no spremljanje javnega
obmocdja ipd.), prim. Ocene ucinkov na varstvo podatkov: Smernice Informacijskega
pooblascenca (2019), https://www.ip-rs.si/prirocniki_smernice/Smernice_o_ocenah_
ucinka.pdf. Prim. tudi https://www.ip-rs.si/zakonodaja/reforma-evropskega-
zakonodajnega-okvira-za-varstvo-osebnih-podatkov/klju¢na-podroéja-uredbe/
evidenca-dejavnosti-obdelave.
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Kdaj je obdelava osebnih podatkov dovoljena?
Obdelava osebnih podatkov je zakonita, upostevajo¢ enega
od Sestih pogojev (6. ¢len GDPR):

. privolitev,

. Ce je potrebno za pripravo in izvajanje pogodbe,

. zakonska obveznost, ki velja za upravljavca,

. reSevanje Zivljenj,

. »opravljanje naloge v javnem interesu ali pri izvajanju
javne oblasti, dodeljene upravljavcu,« (npr. privatno
komunalno podjetje);
zakoniti interes.

Vecina razlogov je razumljivih. Zadnji, zakoniti interes, je s
pravnega vidika zahteven - je sicer fleksibilen, vendar nad
takimi interesi upravljavca prevladajo interesi ali temeljne
pravice in svobos¢ine posameznice, $e posebej ¢e gre za
osebne podatke otrok. Opraviti je treba pravno presojo
zakonitega interesa in to dokumentacijo hraniti. Izbira te
podlage pomeni sprejetje dodatne odgovornosti za varova-
nje interesov in pravic posameznikov. Ko se dolo¢i podlaga
za obdelavo osebnih podatkov, je treba odloc¢itev dokumen-
tirati in v skladu z nacelom preglednosti obvestiti posamez-
nico o delu z njenimi osebnimi podatki."”

Privolitev posameznice, da se njeni osebni podatki
obdelujejo, vkljuc¢uje lo¢eno jasno prosnjo za vsak namen
posebej, privolitev je treba dokumentirati, omogociti je
treba preklic privolitve (podlage za obdelavo npr. ni mogoce
naknadno spremeniti), pred 13. letom starosti se zahteva
tudi dovoljenje starSev (v Sloveniji pred 15. letom, prim. 8.
¢len Zakona o varstvu osebnih podatkov, ZVOP-2).

Vprasanje privolitve je vsebinsko povezano z zaupanjem
na podrodju digitalne obdelave podatkov in npr. umetne
inteligence, kjer je poleg razli¢nih kritev in nezakonitih
ter neeti¢nih ravnanj poseben problem razlozljivost delo-
vanja uporabljenih algoritmov in njihovih rezultatov (prim.
Eticne smernice za zaupanja vredno umetno inteligenco
Strokovne skupine na visoki ravni za umetno inteligenco).
V zvezi s privolitvijo je mogoce omeniti problemati¢ni
pojav $iritve prvotnega pomena (function creep), ki pomeni
obliko zavajanja (Koops; Floridi, Etika umetne inteligence
pogl. 5.3 Ethics Bluewashing), ali pa pritiske in pogojevanja,
ki onemogo¢ijo prostovoljnost izbire, ali uporabo po nepo-
trebnem zapletenega oz. za skupino naslovnikov prezahtev-
nega jezika. Molk ali vnaprej izpolnjeni obrazci ter taktika
utrujanja (click fatigue, Hornuf in Mangold) niso oblike
veljavne privolitve. Obstajata veljavna in izrecna privolitev,
ki je potrebna za obdelavo Ze omenjenih t.i. posebnih vrst,
torej obcutljivih podatkov, ob prenosu podatkov v tretje
drzave ali mednarodne organizacije, pri ¢emer niso sprejeti
ustrezni zascitni ukrepi (49. ¢clen GDPR), in ko odlocanje o
posameznici temelji izklju¢no na avtomatizirani obdelavi,

o a0 o

17 Prim. https://ec.europa.eu/justice/article-29/documentation/opinion-
recommendation/files/2014/wp217_en.pdf.
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vklju¢no z oblikovanjem profilov. Izrecna privolitev naj
bi bila pisna, lahko je elektronska, svetuje se dvostopenj-
sko preverjanje privolitve (npr. prek potrditvenega SMS).
Preklic privolitve mora biti enako enostaven kot sama pri-
volitev, o na¢inu preklica mora biti posameznica obves¢ena
pred privolitvijo.

GDPR obravnava uresnic¢evanje pravic posameznice, na
katero se nanasajo osebni podatki, in to obsega seznanitev
tako glede samih podatkov in nadinov obdelave kot tudi
glede pravic posameznice v skladu z nacelom preglednosti:
dostop do osebnih podatkov posameznice, ki jih obdeluje
upravljavec, popravek, izbris (pravica do pozabe), omeje-
vanje obdelave, prenosljivost (npr. posredovanje digitalizi-
ranih podatkov v strojno berljivi datoteki na uporabni¢ino
zahtevo), pravica do ugovora (ob avtomatizirani obdelavi in
ustvarjanju profilov). Upravljavec mora zagotoviti izvajanje
teh pravic najkasneje v roku enega meseca od zahteve in
naceloma brezplacno (3. odst. 12. ¢lena GDPR).

Pravo, etika in digitalizacija medijev

Akti Evropske unije o umetni inteligenci, digitalnih
storitvah in digitalnih trgih

Evropski parlament je 13. marca 2024 podprl Akt o umetni
inteligenci. Gre seveda za podro¢je, ki se zelo hitro razvija
in je tezko obvladljivo. Pristop temelji na dolocitvi stopnje
tveganja pri kon¢ni uporabi umetne inteligence; e je stop-
nja visoka, bo omejitev vec, Ce je stopnja nizka, bo regulacije
manj ali je ne bo. Akt o umetni inteligenci uvaja $tiri kate-
gorije glede na stopnjo tveganja:

1. nesprejemljiva stopnja tveganja — taksna raba algoritmov
umetne inteligence je prepovedana (rangiranje posa-
meznikov v druzbi, govorece igrace, ki napeljujejo na
nevarno obnasanje ipd.).

2. Visoko stopnjo tveganja pomeni npr. raba umetne inte-
ligence v sodbah sodi$¢ (prim. Angwin et al.) — tovrstni
sistemi bodo registrirani pri Evropski uniji, potreben bo
certifikat, ob bistveni spremembi delovanja umetne inte-
ligence se preverjanje in postopek dodelitve certifikata
ponovi.

3. Stopnja omejenega tveganja se osredotoca na vprasanje
preglednosti delovanja, npr. ¢e se uporabnica na spletu
pogovarja s sistemom umetne inteligence, je treba to
predhodno izrecno povedati.

4. Akt dovoli uporabo umetne inteligence, kadar predstav-
lja minimalno tveganje, primer poleg iger so tudi filtri za
nezeleno spletno posto.'

Pristop se torej podobno kot v zvezi z osebnimi podatki

osredotoca na ucinke in uvaja pravila, izhajajo¢ iz ocene

vplivov ra¢unalniskih oz. hibridnih sistemov (to so storitve,

18 https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
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kjer v obdelavi sodelujejo tudi ljudje). Kot ni mogoce Ziveti
brez obdelave osebnih podatkov, tako tudi ostalih (digi-
talnih) podatkov ne bo mogoce kratko malo ubraniti pred
- sicer trenutno v splo$ni javnosti zelo slabo razumljeno
- umetno inteligenco. Omenjeni akt se povezuje z Aktom
o digitalnih storitvah, ki sledi nacelu, kar je nezakonito v
realnem svetu, je nezakonito tudi na spletu (lazne novice,
reklame namenjene otrokom ... dotika se v prvi vrsti druz-
benih medijev, platform in spletnih trznic, pri nas npr.
Bolhe), uporablja se od 17. februarja 2024."

Akt o digitalnih trgih pa $¢iti podjetja pred zlorabo
monopolov globalnih platform. Uporablja se

le za velika globalna podjetja. Ta so v uredbi v skladu
z objektivnimi merili opredeljena kot vratarji (ang.
gatekeepers). Gre za podjetja, ki nadzorujejo vsaj eno
jedrno platformno storitev, kot so iskalnik, druzbeno
omrezje, storitve za posiljanje sporo¢il, operacijski
sistem ali spletna trZnica, ter imajo veliko uporabni-
kov v ve¢ drzavah Unije. Vratarji bodo morali ostalim
podjetjem omogocati interoperabilnost s svojimi sto-
ritvami, dostop do podatkov [...]*

Trenutni seznam vratarjev vklju¢uje podjetja Alphabet,
Amazon, Apple, ByteDance, Meta, Microsoft, ki morajo od
7. marca 2024 dalje v celoti ustrezati zahtevam. Evropska
unija je Ze 25. marca sporocila, da je v zvezi z morebitnim
kr$enjem Akta o digitalnih trgih uvedla preiskavo Mete,
Appla in Alphabeta (ki ima v lasti Google).*!

Mehka etika kot podpora za prakso znotraj meja
zakonitega ravnanja

Poseben problem - poleg nesorazmerja moci — predstavlja
na podro¢ju digitalne komunikacije preglednost delovanja
algoritmov, ki so s strojno obdelavo podatkov na $e pred
kratkim nesluten nacin olajsali prenosljivost in zbiranje
podatkov. (Gre tudi za tehnicen problem, ki pa v tem bese-
dilu ne bo obravnavan.) Zakonodaja v tem kontekstu prav-
zaprav pri¢akovano zamuja, kar pa seveda ni opravicilo.
Nove oblike obdelave podatkov praviloma vklju¢ujejo moz-
nost obdelave osebnih podatkov - npr. z merjenjem fizic-
nega videza in obna$anja posameznikov je osebo kaj hitro
mogoce dolociti. Kako se v takem okolju obnasati, kdaj smo
v mejah zakona, kdaj delujemo eti¢no? Luciano Floridi ob
obravnavi izzivov in priloznosti umetne inteligence pre-
gleda in komentira resitev, ki jo predstavlja GDPR, ki deluje

19 Prim. https://www.consilium.europa.eu/sl/press/press-releases/2021/11/25/
what-is-illegal-offline-should-be-illegal-online-council-agrees-on-position-on-
the-digital-services-act in https://www.gov.si/novice/2024-02-19-zakljucena-prva-
obravnava-predloga-zakona-o-izvajanju-uredbe-eu-o-enotnem-trgu-digitalnih-
storitev.

20 Prim. https://www.gov.si/novice/2022-11-04-v-veljavo-stopil-akt-o-digitalnih-
-trgih.

21 Prim. https://www.bbc.com/news/technology-68655093 in podrobneje https://
ec.europa.eu/commission/presscorner/detail/en/ip_24_1689.



v mesani resni¢nosti digitalnega in analognega, s spletom
povezanega in nepovezanega.

Floridi si pri razumevanju primera uredbe s podro¢ja
varstva podatkov pomaga z lo¢evanjem med mehko in trdo
etiko (Etika umetne inteligence 6. pogl.). Delitev je privzeta
iz prava, ki razlikuje trdo in mehko pravo, slednjega pred-
stavljajo resolucije in priporo¢ila, ki niso zavezujoca (Shaffer
in Pollack). Trda etika obstaja pred zakonodajo in jo nato
tudi sooblikuje, Floridi jo poveZze z nafelom Rose Parks,
ki se je v svoji akciji drzavljanske nepokors¢ine odlocila za
neupostevanje neeti¢nega zakona, ki je takrat zahteval, da
Afriske Ameri¢anke ali Ameri¢ani odstopijo sedez na avto-
busu belcem, celo v delu namenjenem nebelim potnikom.
V primeru trde etike ne pomeni, da, ¢e bi s pravnega vidika
oseba nekaj morala narediti, to sme narediti tudi z vidika
etike. Upor kot aktivna trda etika vodi - vsaj v nekaterih
primerih - v spremembo zakonodaje. Nasprotno t.i. mehka
etika nastopi po spostovanju zakonov, tukaj velja nacelo: ¢e
je nekaj predpisano z zakonom, je to tudi eti¢no dovoljeno.

V skladu s Kantom eti¢ne zahteve privzemajo, da je
tak$no delovanje tudi izvedljivo, ni eti¢no zahtevati nemo-
gocega. Skozi ¢as se obseg izvedljivega zaradi tehni¢nih
inovacij $iri. Mehka etika je torej omejena s tem, kar je
moralno dobro (v Evropski uniji so to najmanj vsaj ¢love-
kove pravice) in kar je zakonito, onkraj tega je protizako-
nito, kjer lahko nastopi trda etika. Mehka etika je neupo-
rabna v nemoralnih druzbah, Floridi omeni neupostevanje
¢lovekovih pravic na Kitajskem, dodaja pa, da so tudi v
Evropski uniji potrebni posegi trde etike, npr. v primeru
irskega referenduma o splavu iz leta 2018, ki je prinesel
ustavni amandma.

Znotraj EU se lahko upravi¢eno uporablja mehka
etika za pomo¢ agentom (vklju¢no s posamezniki,
skupinami, podjetji, vladami, organizacijami), da z
moralnega vidika bolj in bolje izkoristijo priloZnosti,
ki jih ponujajo digitalne inovacije. Kajti tudi za EU
velja, zakonodaja je potrebna, vendar nezadostna. (84)

Primer mehke etike je samoregulacija. Seveda je mogoce
delovati nezakonito in neeti¢no, prav tako strah pred tehno-
logijo pogosto vodi v potiskanje glave v pesek z negativnimi
posledicami ... kar pa je na tem mestu pomembneje, je to,
da je tudi prostor za zakonito delovanje pravzaprav Sirok,
nabor moznih izbir je velik in razumevanje posledic, npr.
posledic ra¢unalniske obdelave podatkov, ni enozna¢no in
preprosto. Ze sama dolo¢itev, kaj je osebni podatek, je pre-
puséena odloditvi upravljavca, ki sledi prej oértanim nace-
lom iz GDPR in drugim eti¢nim premislekom. Priloznost,
ki jo omenja Floridi, ni primer zaslepljene vere v tehnoloske
inovacije, ampak, kot zapise, uposteva, da trenutno glavni
izziv ni ve¢ inovacija, izumljanje novega, temvec upravljanje
z digitalnimi in ostalimi informacijskimi viri, gre za enega
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od treh normativnih pristopov, ki dopolnjuje etiko in pravo.
Dobro upravljanje namre¢ samo po sebi ni nujno vezano na
dvojnosti moralnega in nemoralnega ali zakonitega in neza-
konitega (79).

Floridi mehko etiko razume kot eti¢no ogrodje, ki
pomaga pri razumevanju eti¢nih dilem, ki se pojavljajo. Za
razumevanje njene vloge je treba upostevati pet kompo-
nent, ki se povezujejo po dveh nacelih, nacelu generiranja
in nacelu interpretiranja (pogl. 6.5). Trda etika je podlaga
za nastanek zakonodaje, predvsem devetindevetdesetih ¢le-
nov GDPR, pa tudi za sto triinsedemdesetih Uvodnih izjav.
Zakon nato generira eti¢ne, pravne in druzbene implika-
cije in priloZnosti, tako tisto, kar neposredno sledi ¢lenom,
kot tudi vprasanja, ki se deloma ali v celoti razkrijejo ob tej
uredbi (upostevati je treba, da priloznosti niso nujno pozi-
tivne z vidika druzbene dobrodejnosti). Povezave od mehke
etike do Uvodnih izjav in naprej do ¢lenov potekajo prek
odnosov interpretiranja: Uvodne izjave pojasnjujejo razloge
in dolo¢be zakonov in same po sebi niso zavezujoce, hkrati
pa so neposredno orodje za pojasnjevanje ¢lenov. Mehka
etika prispeva k interpretiranju Uvodnih izjav in s tem samih
¢lenov. Kot Ze re¢eno, skladna mora biti s trdo etiko, ki gene-
rira zakonodajo. Prispeva tudi k naboru nacinov, kako se je
mogoce konstruktivno spopasti z izzivi eti¢nih in druzbenih
implikacij zakonodaje na podro¢ju digitalne kulture.

Na tem mestu ni mogoce podrobneje razviti konkret-
nih eti¢nih nacel, ki omogocajo orientacijo na podrodju
danasnje poplave podatkov in izzivov njihovih obdelav.
Omenimo, da Floridi ob primerjavi bioetike z etiko umetne
inteligence dodaja $tirim bioeti¢nim principom - dobro-
dejnost, preprecevanje $kode, spostovanje ¢lovekove avto-
nomije, pravi¢nost — $e dodatnega petega, razlozljivost,
ki pomeni nov, $e ne razresen izziv, saj so izhodni podatki
algoritmov vcasih nerazloZljivi, to pa se pojavlja kot prob-
lem tudi v zvezi s pomembnimi druzbenimi dilemami,
npr. avtomati¢nega doloc¢anja (64).* Aktivno upostevanje
in razvijanje digitalne etike ponuja dve prednosti. Ponuja
podporo za stratesko odlo¢anje o priloznostih - previdnost
mora biti uravnoteZena z dolznostjo, da se ne izognemo
temu, kar bi bilo treba narediti (tj. uporabiti zbrane podat-
kovne zbirke in, v premeru umetne inteligence, zaloge t.i.
»pametne aktivnosti« necloveskih in hibridnih agentov). Po
drugi strani je mehka etika reditev za upravljanje s tveganji
- eti¢ni premislek na zacetku nacrtovanja projektov pomeni
prednosti kasneje, oz. preprecevanje napacnih potez. S tega
vidika sta seveda smiselna — $e posebej v tem trenutku, ko
se sistemi obdelave podatkov in njihove uporabe v algo-
ritmih pametnih umetnih agentov oblikujejo za bliznjo
in bolj oddaljeno prihodnost - principa iz Uvodne izjave
§t. 78 GDPR o privzetem in vgrajenem varstvu podatkov.

22 Prim. tudi Ze omenjene Eti¢ne smernice za zaupanja vredno umetno inteli-
genco Strokovne skupine na visoki ravni za umetno inteligenco pri Evropski komisiji.
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Varovanje osebnih podatkov mora biti izhodi$¢e pri zasnovi
in ne naknadni dodatek k novim informacijskim sistemom.

Zakaj je treba varovati osebne podatke?

Etika informacijskih organizmov
Na videz neobicajno vprasanje je vendarle razumljivo in
legitimno, saj nacrtovanje mehanizmov za varovanje oseb-
nih podatkov ob tako reko¢ vseh obdelavah podatkov pred-
stavlja veliko obremenitev za delo na $tevilnih podro¢jih.
Zakaj je tezava, ¢e nekdo shrani podatke o meni? Saj ni¢ ne
izgubim? Ali ¢e nekaj vendarle izgubim, kaksen je pravza-
prav negativni u¢inek name?

Gre za kompleksno problematiko, ki se ji Luciano Floridi
iz¢rpno posveti, na tem mestu pa je mogoce le nakazati smer
razmisljanja.”® Predpostavimo torej, da osebni podatki niso
oblika lastnine - zdi se nam, da spri¢o digitalne reproduk-
tibilnosti podatkov pravzaprav ne izgubim ni¢ otipljivega,
nasprotno kot npr. pri kraji avtomobila. Floridi predlaga, da
je ljudi mogoce razumeti kot skupke informacij, kot infor-
macijske organizme. S tega vidika je prilas¢anje podatkov iz
celote, ki je posameznicina osebnost, odvzem dela te danosti
in poseg v integriteto posameznice. Vendar, kaj konkretno
oseba izgubi, ko so shranjeni in obdelani kot kopija? Tezava
je, da je oseba hkrati navzoca npr. v javnem prostoru, obe-
nem pa prek nadzornih kamer tudi v prostoru, ki ga opazuje
in nadzoruje nekdo drug. V tem drugem prostoru je oseba
brez moznosti delovanja, saj nadzorovalka sama ne vstopa
v opazovani oddaljeni prostor - nadzorovana oseba je, na
metafori¢en nacin, ugrabljena. Floridi pravi:

zasebnost postane obramba osebne identitete in edin-
stvenosti. Nekonsistentnost med zasebnimi in javnimi
prostori se [Ce je oseba razumljena kot informacijska
celota] ne pojavlja ve¢: opazovana Zzeli ohraniti svojo
celovitost kot informacijska entiteta, tudi ko je na pov-
sem javnem mestu. Navsezadnje je ugrabitev kaznivo
dejanje ne glede na to, kje je storjeno, v javnosti ali ne.
Kar nekdo kupi, oblece ali po¢ne v javnosti, spada v
sfero, ki ni nikogar$nja posebna last, vendar spremlja-
nje in belezenje tega odvzame tej javni sferi del infor-
macij, ki sestavljajo opazovano [osebo ...], in jo naredi
del prostora, ki pripada in ga nadzoruje le opazovalka,
do katerega opazovana sama nima drugega dostopa, in
to na nacin, ki je za opazovano lahko popolnoma nevi-
den (opazovana se pogosto ne zaveda, da je del njenih
informacij ugrabljen). (Floridi, Etika informacije 50)

Drugacen primer, pasivna in neprostovoljna navzo¢nost
v tujem informacijskem prostoru in hkrati izpostavljenost

23 Prim. predvsem pogl. 3.4.5 Informacijska zasebnost: od vdora do ugrabitve v
Etiki informacije (Ethics of Information, 2013).
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toku informacij pa je pravzaprav varianta indoktrinacije ali
pranja mozganov — nasa informacijska celovitost se spremi-
nja zaradi vsiljenega preobilja informacij.

Ce povzamemo, prisotnost na daljavo, teleprezenca, je
potemtakem lahko zmoznost delovanja v oddaljenem pro-
storu, ki ga hkrati opazujemo prek telekomunikacij, npr.
ko kirurg vodi robotsko roko na daljavo. Gre za onti¢no
teleprezenco, agent, npr. ¢lovek, lahko deluje oddaljeno in
svoje pocetje tudi opazuje tako lokalno kot v oddaljenem
prostoru. To je t.i. »prisotnost [na daljavo] naprej«. Zgoraj
omenjena »vzvratna prisotnost« je prisotnost entitete na
oddaljenem nadzornem ekranu, tam ne more delovati, ne
more opazovati same sebe v tem oddaljenem prostoru, ker
nima dostopa, je le pasivna nosilka lastnosti, s tem pa je
kr$ena njena osebna integriteta. l
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